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1. Общие положения

Контрольно-оценочные средства (КОС) предназначены для контроля и оценки образовательных достижений обучающихся, освоивших программу учебной дисциплины Основы теории информации.

КОС включают контрольные материалы для проведения текущего контроля и

разработаны на основании:

основной профессиональной образовательной программы по специальности 09.02.02 Компьютерные сети;

программы учебной дисциплины ОП.01 Основы теории информации.

1. Результаты освоения дисциплины, подлежащие проверке

Результаты обучения (освоенные умения, усвоенные знания)

Умение применять закон аддитивности информации;

Умение применять теорему Котельникова

Умение использовать формулу Шеннона

Знание видов и формы представления информации

Знание методов и средств определения количества информации

Знание принципов кодирования и декодирования информации

Знание способов передачи цифровой информации

Знание методов повышения помехозащищенности передачи и приема данных, основы теории сжатия данных

3. Распределение оценивания результатов обучения по видам контроля

Виды аттестации

|  |  |  |
| --- | --- | --- |
| Наименование элемента умений или знаний | Текущий контроль | Промежуточная аттестация |
| У1 применять закон аддитивности информации | Оценка выполнения практического задания | Экзамен |
| У 2 применять теорему Котельникова | Оценка выполнения практического задания |
| У 3 использовать формулу Шеннона | Оценка выполнения практического задания |
| З 1 виды и формы представления информации | Оценка по результатам устного опроса |
| З 2 методы и средства определения количества информации | Оценка по результатам тестирования |
| З 3 принципы кодирования и декодирования информации | Оценка по результатам тестирования, выполнения практического задания |
| З 4 способы передачи цифровой информации | Оценка по результатам тестирования |
| З 5 методы повышения помехозащищенности передачи и приема данных, основы теории сжатия данных | Оценка по результатам выполнения практического задания |

4. Распределение типов контрольных заданий по элементам знаний и умений.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Содержание учебного материала по программе УД | Тип контрольного задания | | | | | | | |
| У 1 | У 2 | У 3 | З1 | З2 | З3 | З4 | З5 |
| Раздел 1. Тема 1.1. Формальное представление знаний. Виды информации. |  |  |  | Устный опрос | Тест |  |  |  |
| Раздел 1. Тема 1.2. Способы измерения информации. |  |  |  |  |  |  | Тест |  |
| Раздел 2. Тема 2.1. Теорема отчетов |  | Практ. задание | Практ. задание |  |  |  |  |  |
| Раздел 2. Тема 2.2. Смысл энтропии Шеннона. | Практ. задание |  |  |  |  |  |  |  |
| Раздел 3. Тема 3.1. Сжатие информации. |  |  |  |  |  |  |  | Практ. задание |
| Раздел 3. Тема 3.2. Арифметическое кодирование. |  |  |  |  |  | Тест Практ. задание |  |  |
| Раздел 4. Тема 4.1. Стандарты шифрования данных. Криптография |  |  |  |  |  |  |  | Практ. задание |

5. Распределение типов и количества контрольных заданий по элементам знаний и умений, контролируемых на промежуточной аттестации.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Содержание учебного материала по программе УД | Тип контрольного задания | | | | | | | |
| У 1 | У 2 | У 3 | З1 | З2 | З3 | З4 | З5 |
| Раздел 1. Тема 1.1. Формальное представление знаний. Виды информации. | 1 |  |  | 1 |  |  |  |  |
| Раздел 1. Тема 1.2. Способы измерения информации. |  | 1 |  | 1 | 1 |  |  |  |
| Раздел 2. Тема 2.1. Смысл энтропии Шеннона. | 1 |  |  | 1 |  |  |  |  |
| Раздел 3. Тема 3.1. Сжатие информации. | 1 |  |  |  | 1 |  |  |  |
| Раздел 3. Тема 3.2. Арифметическое кодирование. |  | 1 |  |  |  | 1 |  | 1 |
| Раздел 4. Тема 4.1. Стандарты шифрования данных. Криптография |  |  | 1 |  |  |  | 1 |  |

6.1. Текст задания (Устный ответ)

1. Как вы понимаете термин информация?
2. Приведите примеры информации.
3. Приведите примеры информации с указанием ее носителя. Какого типа сигнал передает эту информацию?
4. Что может повлиять на передачу информации?
5. Перечислите основные виды информации?

Перечень объектов контроля и оценки

|  |  |  |
| --- | --- | --- |
| Наименование объектов контроля и оценки | Основные показатели оценки результата | Оценка |
| З 1 виды и формы представления информации | -Формулировка определений и перечисление основных видов информации |  |

За правильный ответ на вопросы или верное решение задачи выставляется положительная оценка - 1 балл.

За неправильный ответ на вопросы или неверное решение задачи выставляется отрицательная оценка - 0 баллов.

6.2. Тестовое задание

Выполните тестовое задание (компьютерное тестирование)

Тема: Единицы измерения информации

1. Чему равен 1 байт?

А . 10бит Б. 8 бит В. 1024 бит Г. 8 кб

1. Во сколько раз 1 Мбайт больше 1 Кбайта?

А . 1000

Б. 1024

В. 100 Г. 124

1. Сколько байт в1 Кбайте?

А . 8

Б. 1024 В. равны

Г. 10

1. Расположите в порядке возрастания:

101 бит

1000 байт

1. кб

10 мб

1. гб
2. Сколько бит в10 байтах?
3. 80 Б. 10
4. 800 Г. 100
5. Расположи в порядке убывания:

0,5 гб

20 мб

18 кб 1000 байт

1. Наименьшая единица информации - это:

Бит Байт

Мб Кб

1. 64 бита -это:
2. 8 байт

Б. 8 кб

1. 2 байт

Г. 10 мб

1. 128 бит - это:
2. 1/4 килобита Б. 1/8 килобита
3. 1/2 килобита Г. 1/10 килобита

10. В какой строке единицы измерения информации представлены по возрастанию?

1. Гигабайт, мегабайт, килобайт, бит, терабайт

Б. Бит, байт, килобайт, мегабайт, гигабайт, терабайт

1. Бит, байт, мегабайт, килобайт, гигабайт

Г. Байт, бит, килобайт, мегабайт, гигабайт, эксабайт

|  |  |
| --- | --- |
| Емкость файла | 20 кб |
| Dvd диск | 17 гб |
| Жесткий диск | 2 терабайта |

11. Установите соответствие

12. У Васи есть файл размером 1058 байт. Сможет ли Вася уместить его на флэшку объемом 2 Гб, если свободного места осталось 3 Мб?

1. Нет, на флэшке мало свободного места

Б. Да, свободного места хватит, чтобы разместить файл и еще останется

1. Нет, на флэшку объемом 2 Гбайта данный файл не поместится

Г. Да, объема флэшки хватит, чтобы разместить файл

1. Сможет Вася отправить файл по электронной почте объемом 73428992 байт, если к письму можно прикрепить файл объемом не более 10 Мб?
2. Да, но он больше не сможет прикрепить ни один файл Б. Нет, объем файла на много превышает 10 Мбайт
3. Да и еще сможет присоединить какой-нибудь небольшой по объему файл
4. Васе надо оправить 3 файла на конкурс, каждый соответственно объемом 256 мб, 550 мб, 1058 байт. Сможет ли Вася уместить данные файлы на пустой флэшке объемом 1073741824 байт?
5. Нет, он сможет уместить только один файл, самый большой Б. Нет, он сможет уместить только файл размером 256 Мбайт
6. Вася сможет уместить на флэшке все три файла

Г. Вася сможет уместить все три файла на флэшке и еще останется место 15. Установите соответствие между носителем информации и его объемом

|  |  |
| --- | --- |
| CD-R | 700 мб |
| DVD - R | 4,7 гб |
| USB Flash | 4 гб, 8 гб, 16 гб, 32 гб, 64 гб, 128 гб |
| дискета | 1,44 мб |
| HDD | 500 гб, 2 ТБ |

16. Какую математическую операцию нужно применить, чтобы перевести из большей единицы измерения информации в меньшую?

1. Сложение Б.Умножение
2. Деление Г. Вычитание

Шкала оценки образовательных достижений

|  |  |  |
| --- | --- | --- |
| Процент результативности (правильных ответов) | Оценка уровня подготовки | |
| балл (отметка) | вербальный аналог |
| 90 -н 100 | 5 | отлично |
| 80 - 89 | 4 | хорошо |
| 70 - 79 | 3 | удовлетворительно |
| менее 70 | 2 | неудовлетворительно |

Выполните тестовое задание (компьютерное тестирование)

Тема: «Передача информации»

1. Какое устройство системы передачи информации обеспечивает эффективность ее передачи?
2. модулятор;

Б. кодер источника;

1. кодер канала.
2. Какое устройство системы передачи информации обеспечивает достоверность ее передачи?
3. кодер канала;

Б. кодер источника;

1. модулятор.
2. Что является информационной характеристикой только канала связи?

А. скорость передачи информации; Б. пропускная способность.

4. Определить пропускную способность дискретного канала связи без шума, по которому передается 10 сигн./сек. Алфавит сообщений источника состоит из 16 букв.

Шкала оценки образовательных достижений

|  |  |  |
| --- | --- | --- |
| Процент результативности (правильных ответов) | Оценка уровня подготовки | |
| балл (отметка) | вербальный аналог |
| 90 -н 100 | 5 | отлично |
| 80 - 89 | 4 | хорошо |
| 70 - 79 | 3 | удовлетворительно |
| менее 70 | 2 | неудовлетворительно |

Выполните тестовое задание (компьютерное тестирование)

Тема: «Кодирование информации»

1. Что происходит с длиной сообщения при эффективном кодировании?
2. увеличивается;

Б. остается прежней;

1. уменьшается.
2. Как изменяется эффективность кода при увеличении длины блока при блоковом кодировании?
3. не убывает;

Б. не изменяется;

1. не возрастает.
2. Закодировать сообщение 100110 кодом с проверкой четности.
3. 1001100; Б. 10011011;
4. 1001101.
5. Закодировать число 13 кодом Хэмминга (4,7).
6. 1010101; Б. 1110101;
7. 1011101.
8. Исправить ошибку в кодовом слове 1010111 (код Хэмминга (4,7)) и найти передаваемое десятичное число.
9. 15; Б. 13; B 9.

6.3. Расчетное задание Вариант 1-10

Алфавит передаваемых сообщений состоит из независимых букв St. Вероятности появления каждой буквы в сообщении заданы. Определить и сравнить эффективность кодирования сообщений методом Хаффмана при побуквенном кодировании и при кодировании блоками по две буквы.

|  |  |  |  |
| --- | --- | --- | --- |
| № | p(S) | № | P(Si) |
| 1 | (0,6;0,2;0,08;0,12) | 6 | (0,7;0,2;0,06;0,04) |
| 2 | (0,7;0,1;0,07;0,13) | 7 | (0,6;0,3;0,08;0,02) |
| 3 | (0,8;0,1;0,07;0,03) | 8 | (0,5;0,2;0,11;0,19) |
| 4 | (0,5;0,3;0,04;0,16) | 9 | (0,5;0,4;0,08;0,02) |
| 5 | (0,6;0,2;0,05;0,15) | 10 | (0,7;0,2;0,06;0,04) |

За верное решение задачи выставляется положительная оценка - 5 баллов. За неверное решение задачи выставляется - 0 баллов.

6.4. Расчетное задание

1. Сжать наиболее рациональным способом следующие информационные массивы:

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 2 |
| 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 3 |
| 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 4 |
| 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 5 |
| 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 6 |

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 2 |
| 2 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 3 |
| 3 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 4 |
| 4 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 5 |
| 5 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 6 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 2 | 7 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 3 | 8 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 4 | 9 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 5 | 1 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |  | 9 | 6 | 2 | 3 | 7 | 0 | 0 | 0 | 0 | 0 | 0 |

1. Определить адрес числа 315 в памяти ИПС, где расположено 600 чисел, максимальное из которых 9800.
2. Слово «пролетариат» закодировано в коде Бодо (приложение 3). Сжать это слово, применив метод поразрядного сдвига (длина сжатого слова специально не оговаривается).
3. Чему равно максимальное число разрядов кодов, сжатых методом поразрядного сдвига, если допустимое количество адресов ЗУ равно 2048.
4. Определить необходимый объем ЗУ для размещения словаря на 500 слов, представленных в семизначном двоичном коде, если допустимая длина кодируемого слова Ьмакс = 16.
5. Восстановить исходный массив чисел по следующему ниже сжатому массиву:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 2 | 4 | 6 | 8 | 1 | 3 | 5 | 7 |
| Р | 7 | p | p | 2 | p | p | p |
| 1 | p |  |  |  |  |  |  |

7. Сжать проведенные ниже массив, используя знак раздела и знак конца строки К:

6 3 1 8 1 2 7

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 6 | 3 | 1 | 8 | 1 | 8 | 6 |
| 2 | 1 | 1 | 8 | 1 | 2 | 4 |
| 3 | 1 | 1 | 8 | 1 | 2 | 9 |
| 4 | 1 | 1 | 8 | 1 | 2 | 9 |
| 4 | 1 | 1 | 8 | 1 | 2 | 9 |
| 5 | 1 | 1 | 8 | 1 | 2 | 9 |

8. Показать процесс восстановления исходного массива по следующему сжатому массиву:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1 | 6 | 4 | 3 | 6 | 1 | 8 | 1 | 1 | 3 | 2 | 5 | 7 | 7 |
| У | 2 | z | x | x | 1 | 4 | y | 1 | z | x | x | 6 | y |
| 2 | y | x | 0 | z | x | x | 9 |  |  |  |  |  |  |

1. В памяти ЭВМ требуется разместить 1000 чисел, максимальное из которых 5439. Найти оптимальное значение объема памяти для размещения в ней этих чисел, сжатых методом Г.В.Лавинского.
2. На произвольном примере показать процесс определения местонахождения в памяти ЭВМ чисел, сжатых методом Г.В. Лавинского.

Перечень объектов контроля и оценки

|  |  |  |
| --- | --- | --- |
| Наименование объектов контроля и оценки | Основные показатели оценки результата | Оценка |
| З 5 методы повышения помехозащищенности передачи и приема данных, основы теории сжатия данных | - умение сжимать информацию различными способами | 5баллов |

За верное решение задачи выставляется положительная оценка - 1 баллов. За неверное решение задачи выставляется - 0 баллов.

1. Расчетные задания для экзамена

Текст задания

1. Указать наименьшее количество вопросов, позволяющих всегда угадать день рождения любого человека при ответах: «Да», «Нет».

1. Составить равномерный двоичный код для передачи слов некоторого условного языка, алфавит которого состоит из 20 букв.

Чему равен объем информации при передаче семибуквенного слова в этом алфавите?

1. Определить энтропию физической системы B, которая может находиться в одном из 10 состояний. Вероятности состояний системы B:

B=

1. Определить объем и количество информации в принятом тексте:

« Товарищ, верь: взойдет она, Звезда пленительного счастья, Россия воспрянет ото сна...»

1. Определить объем и количество информации при следующих исходных условиях:

а) алфавит AbA2.. .,A8 равновероятный, символы вторичного алфавита  
комбинируются в равномерные коды, число качественных признаков, из  
которых комбинируется вторичные сообщения, m2=2;

б) первичный алфавит содержит 8 букв, m1=8, вероятности появления букв  
первичного алфавита на выходе источника сообщений соответственно  
равны:р1=0,1; p2=0,15; p3=p4=p5=p6=0,05; p7=0, 25; p8=0,3; коды вторичного  
алфавита равномерные, m1=2;

в) первичный алфавит состоит из 5 букв, которые встречаются в текстах с  
равными вероятностями, вторичные сообщения составлены из равномерных  
кодов с числом качественных признаков m1=2;

г) первичный алфавит равновероятный, m1=8, а вторичный алфавит построен из  
кодов, способных обнаруживать одиночную ошибку, коды вторичного  
алфавита- равной длины.

8. Длина кода во вторичном алфавите равна 10 символам. Количество информации на символ первичного алфавита равно 2,5 бит/символ. Какое количество информации мы получим, если примем:

а) 7 символов вторичного алфавита?

б) 17 символов вторичного алфавита?

9. Определить энтропию трехуровневой симметричной иерархической системы, основание которой равно 2, если:

а) на первом уровне один элемент системы с равной вероятностью может  
находиться в двух состояниях, другой- с равной вероятностью может  
находиться в трех состояниях;

б) на втором уровне каждый элемент системы может находиться в двух  
состояниях с вероятностями соответственно: 1-0,2 и 0,8; II-0,3 и 0,7; III- 0,4 и  
0,6 ; IV-0,38 и 0,62.

10.В результате статических испытаний канала связи №1 со стороны источника сообщений были получены следующие условные вероятности: p (b1/a1)=0,9; p (b2/a1)=0,1; p (b2/a1)=0; p (b^W; p (b2/a2)=0,8; p G>3/a2>=0,1; p (b1/a3)=0; p (b2/a3)=0,1; p (b3/a3)=0,9.

При испытания канала связи №2 со стороны приемника сообщение получены условные вероятности p (a1/b1)=0,9;p (a1/b2)=0,08; p (a1/b3)=0; p (a2/b1)=0,1; p

(a2/b2)=0,8; b (a2/b3)=0,08; p (a3/b1)=0; p (a2/b2)=0,12; p (a3/b3)=0,92.

Построить соответствующие канальные матрицы и определить частные условные энтропии относительно сигнала a3(^ стороны источника сообщения) и сигнала b3 (со стороны приемника).

11.Определить все возможные информационные характеристики канала связи, в котором взаимосвязь источника с приемником может быть описана матрицей вида 0,2 ОД 0

p (A, B)=

ОД ОД ОД

12.Вероятности появления сигналов на входе приемника сообщения равны соответственно: p (b1)=0,2; p (b2)=0,3; p (b3)=0,5. Канал связи описан следующей канальной матрицей: 0,97 0 0,01

p (a/b)=

0,01 0,02 0,98 Определить энтропию источника сообщений.

13 .Определить частную условную энтропию относительно каждого символа источника сообщений при передаче по каналу связи, описанному следующей канальной матрицей:

P (a, b)=

14.В результате статических испытаний канала связи были получены следующие условные вероятности перехода одного сигнала в другой: p (b1/a1)=0,85; p (b2/a1)=0,1; p (b3/a1)=0,05; p (b1/a2)=0,09; p (b3/a2)=0,91; p (b3/a2)=0; p (b1/a3)=0; p (b3/a3)=0,08; p (b3/a3)=0,92.Построить канальную матрицу и определить общую условную энтропию сообщений передаваемых по данному каналу связи.

15 .Построить произвольные канальные матрицы, описывающие канал связи как со стороны источника сообщений, так и со стороны приемника. В чем разница таких матриц? Как определить частные условные энтропии по одной и другой матрице?

1. Построить произвольную матрицу некоторый объединенной системы. Какие замечательные свойства такой матрицы?
2. Показать процесс перехода от матрицы с вероятностями вида p (a, b) к матрице с вероятностями вида p (b/a).

18.Определить полные условные энтропии двух систем A и B, если матрица вероятностей системы, полученной в результате объединения систем А и В, имеет вид

ОД ОД О

P (A,B)=

О 0,2 0,3

1. Определить количество информации при передаче К сообщений по каналу

связи, описанному следующий канальной матрицей:

0,25 0,25 0,25 0,25 n/u/ ч 0,25 0,25 0,25 0,25

P(b/a)= q ^ 5 о 2 5 q 2 5 о 2 5 ' если на выходе источника сообщений символы

0,25 0,25 0,25 0,25 встречают с вероятностями: p(A1)=0,8; p(A2)=0,1; p(A3)= p(A4)=0,05.

1. Энтропия приемника H(B)=1.918 ,бит/символ. Условная энтропия вида H(B/A)=0,196 бит/символ. Чему равно количество информации при передаче 2000 элементных посылок по каналу связи, описанному приведенными информационными характеристиками?

21 . Чему равна скорость передачи информации, если сообщения составлены из русского алфавита, а каждая буква передаётся за 20мсек? Взаимозависимость между буквами не учитывается.

22. Символы на выходе источника сообщения появляются с вероятностями: р1=0,75;  
р2= 0,15; р3= 0,05; р4= 0,05 и передаются по трём разным каналам связи. Помехи в  
каналах связи описываются следующими матрицами:

0.98 0,01 0,01 0

p(b/a)= 0 '02 0'9 7 0' 0 1 о (1)

О 0 0,01 0,99

0,05 0,02 0,05 О

0,0 1 0,0 2 0,0 1 0,02

P(b,a) 0 0 0,03 0,02 , (2)

О 0,01 0.02 0,02

0,25 0,25 0,25 0,25

0,2 5 0,2 5 0,2 5 0,2 5

Р( b) 0,2 5 0,2 5 0,2 5 0,2 5 , (3)

0,25 0,25 0,25 0,25

Определить скорость передачи информации по каналам связи, описанным канальными матрицами.

1. Методом Шеннона - Фано построить оптимальный код для передачи 100 сообщений при помощи 10 качественных признаков вторичного алфавита.
2. Первичный алфавит состоит из 9 букв. Построить оптимальный код во вторичном алфавите с числом качественных признаков m2 = 3 для случаев:

А) символы первичного алфавита появляются на выходе источника сообщений с равной вероятностью;

Б) символы первичного алфавита появляются на выходе источника сообщений с вероятностями p1 = p2 = p3 = 0.1; p4 = 0.2; p5 = 0.3; p6 = p7 = p8 = p9 = 0.05. Проверить соблюдение условия оптимальности.

25.Чему равна общая и частная избыточность некоторого 32-буквенного алфавита, если известно, что его энтропия с учетом неравновероятности букв уменьшается на 0,98 бит/символ, а с учетом взаимозависимости - на 0,4 бит/символ.

1. Какое количество кодовых комбинаций, обнаруживающих одиночную ошибку , можно выбрать из семиразрядного двоичного кода на все сочетания?
2. Какой код имеет полный код Хэмминга для Информационной комбинации 1011?
3. Построить комбинации циклического кода, если известна образующая - 101011.
4. Используя образующий многочлен построить циклический код,  
   исправляющий одиночную ошибку. Показать процесс исправления ошибки в  
   произвольной комбинации полученного кода.
5. Определить корректирующие возможности циклического кода, построенного по следующей образующей матрице:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Перечень объектов контроля и оценки

|  |  |  |
| --- | --- | --- |
| Наименование объектов контроля и оценки | Основные показатели оценки результата | Оценка |
| У 1 применять закон аддитивности информации | точность и скорость выполнения практического задания |  |
| У 2 применять теорему Котельникова | точность и скорость выполнения практического задания |  |
| У 3 использовать формулу Шеннона | точность и скорость выполнения практического задания |  |
| З 1 виды и формы представления информации | Точность и скорость выполнения устного задания |  |
| З 2 методы и средства определения количества информации | Точность и скорость выполнения тестового задания |  |
| З 3 принципы кодирования и декодирования информации | Точность и скорость выполнения тестового и практического задания |  |
| З 4 способы передачи цифровой информации | Точность и скорость выполнения тестового задания |  |
| З 5 методы повышения помехозащищенности передачи и приема | Точность и скорость выполнения практического задания |  |

За правильный ответ на вопросы или верное решение задачи выставляется положительная оценка - 5 баллов.

За неверное решение задачи предлагается другой вариант.

8.Перечень материалов, оборудования и информационных источников, используемых в аттестации

Технические средства обучения:

1. автоматизированное рабочее место преподавателя;
2. автоматизированные рабочие места обучающихся (по количеству обучающихся);
3. мультимедийное оборудование.

**Основные источники:**

1. Маскаева, А. М. Основы теории информации: учебное пособие для студ. учрежд. СПО. - М.: Форум: ИНФРА-М, 2014.
2. [Хохлов](http://www.ozon.ru/context/detail/id/4510532/#persons) Г. И. Основы теории информации, М.: Академия, 2014.

**Дополнительные источники:**

1.Душин, В. К. Теоретические основы информационных процессов и систем: учебник. - 5-е изд. - М.: Дашков и К°, 2014.

2. Литвинская, О.С. Основы теории передачи информации /О.С.Литвинская,

Н.И.Чернышёв.- М.: Кнорус, 2010.

3. Кудряшов, Б. Д. Теория информации: учебник для вузов. - СПб.: Питер, 2010.

4. Тихонов, В. И. Случайные процессы. Примеры и задачи. Том 5. Оценка сигналов, их

параметров и спектров. Основы теории информации: учебное пособие для вузов

/В.И.Тихонов, Б.И.Шахтарин, В.В.Сизых. — М.: Горячая линия–Телеком, 2012.

5. Штарьков, Ю.М. Универсальное кодирование. Теория и алгоритмы. - М.: Физматлит,

2013.

Интернет-ресурсы:

1. Информационные ресурсы, теория информации, информатика

[Электронный ресурс]. –Режим доступа: http://www.gpntb.ru/win/book/1/Doc4.HTML.

1. *Лидовский В.В.* Теория информации [Электронный ресурс]: учеб.

пособие. –М.: Компания Спутник+, 2004. – 111 с. – Режим доступа: http://www.mccme.ru/free-books/izdano/2004/it2004p1.pdf.

1. Components of Unicode 3.1.1 [Электронный ресурс]. – Режим доступа:

http://www.unicode.org/versions/components-3.1.1.html.